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ABSTRACT 

Routing packets in mobile ad hoc networks has been 

considered to a great extent, even though the hypothesis on 

full connectivity is generally not valid in a real time system 

which means that a practical routing protocol ought to handle 

intermittent connectivity and the absence of end-to-end 

connections. In this paper, we propose a location aware 

routing mechanism called adaptive position based routing 

protocol for mobile ad hoc networks, which is enhanced with 

a positioning service which well suits real time mobile ad hoc 

networks. In order to achieve low overhead, APBRRP uses a 

beaconless strategy combined with a position-based resolution 

during forwarding packets. Also the proposed protocol is 

combined with a local database holding mechanism which is 

updated using route overhearing. The proposed routing 

protocol APBRRP is compared with the reactive AODV 

routing protocol by performance metrics delay, overhead and 

delivery ratio. By the extensive simulation results using NS2 

the results proved that our proposed APBRRP outperforms 

AODV. 

1.  INTRODUCTION 

Mobile ad hoc networks have attached a lot of attention due to 

the popularity of mobile devices and the advances in wireless 

communication technologies [10]. A mobile ad hoc network is 

a peer-to-peer multihop mobile wireless network that has 

neither a fixed infrastructure nor a central server.  

The nodes present in mobile ad hoc network are moving 

around and has the characteristic of acting as router, and also 

communicates with each other. Location based routing [2] 

uses location information to forward data packets, in a hop-

by-hop routing fashion. Greedy forwarding is used to select 

next hop forwarder with the largest positive progress toward 

the destination while void handling mechanism is triggered to 

route around communication voids [3].  

No end-to-end routesneed to be maintained, leading to GR’s 

high efficiency and scalability. However, GR is very sensitive 

to the inaccuracy of location information [4]. In the operation 

of greedy forwarding, the neighbor which is relatively far 

away from the sender is chosen as the next hop. If the node 

moves out of the sender’s coverage area, the transmission will 

fail. In GPSR [5] (a very famous geographic routing protocol), 

the MAC-layer failure feedback is used to offer the packet 

another chance to reroute.  

However, our simulation reveals that it is still incapable of 

keeping up with the performance when node mobility 

increases. In fact, due to the broadcast nature of the wireless 

medium, a single packet transmission will lead to multiple 

receptions. If such transmission is used as backup, the 

robustness of the routing protocol can be significantly 

enhanced. In order to acquire the internodes loss rates, 

periodic network-wide measurement is required, which is 

impractical for mobile environment. As mentioned in [9], the 

batching used in these protocols also tends to delay packets 

and is not preferred for many delay sensitive applications. 

2.  RELATED WORKS 

In order to make geographical routing protocol to be 

triumphant, it is supposed to be supplemented by a position 

service which is capable enough to provide position 

information for all possible destination nodes. There exists a 

considerable corpse of research which treats position services 

for mobile ad hoc networks (The survey paper of Das et al. 

[1]) 

The theoretically trouble-free protocols preserve no 

knowledge about how the nodes move, where they are, or the 

nodes they have previously encountered. Two such 

theoretically simple protocols are: 1) randomized routing [4], 

where a packet randomly jumps around between nodes until it 

reaches the destination, and 2) epidemic routing [5], where 

every node in the network receives a copy of a packet. 

Another conceptually simple scheme, but one that actively 

uses node mobility and limits its overhead, is spray and wait 

[2]. In spray and wait, a packet is distributed to a limited 

number of nodes that hold on to the packet until they 

(potentially) meet the destination. 

Cerf et al. have portrayed architecture for DTNs [3], in which 

a large and heterogeneous system transports data bundles 

between custodians that temporarily store the bundles until 

they can be forwarded again. The key difference between the 

authors [3] view  view of a DTN and the proposed view of an 

IC-MANET is in the size and diversity of the systems. It can 

be notified that an IC-MANET as a relatively homogeneous 

system with a relatively modest spatial distribution. This 

difference in system properties leads to the proposal that the 

routing should be done on the network.  

In common most of the proposed MANET routing protocols 

transfer packets between nodes using a link-layer unicast 

transfer mode. This condition enables error correction at the 

link layer, but it does not exploit the broadcast nature of 

wireless transmissions. In opportunistic routing (OR) [6], a 

packet is sent in a broadcast mode to several eligible 

forwarders, and the best forwarder that received the packet 

will continue to forward it.  

The challenge in OR is how knowledge about the best 

forwarder can be distributed. One way of doing the selection 

of the forwarder is by geographical selection, which is an 
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approach taken in contention-based forwarding (CBF) [7] and 

beaconless routing (BLR) [8]. Our proposed protocol builds 

on these principles and extends them to meet the requirements 

of an IC-MANET.  

Because of the disconnected nature of the network, there will 

be similar problems with delays as for the mapping-based 

location services. One protocol that attempts to limit the cost 

of a location request by having a proactive component is 

Brownian gossip [9]. In Brownian gossip, nodes exchange 

information on previous encounters when two nodes meet. 

This information is used to guide a location request toward the 

destination node’s position. 

3.  ADAPTIVE POSITION BASED 

RELIABLE ROUTING PROTOCOL 

(APBRRP) FOR MANET 

APBRRP is a geographical routing protocol for sporadically 

attached mobile ad hoc networks which coalesces 

geographical routing and the store–carry–forward principle. 

APBRRP is a beaconless protocol. It uses greedy packet 

forwarding when possible. When greedy forwarding is not 

possible i.e the nodes could not communicate with each other, 

the node that holds the packet (the curator) waits until node 

mobility makes it possible to resume greedy forwarding. 

To forward a message to the destination node, a curator node 

simply broadcasts the message. All mobile nodes within a 

preferably forwarding area are eligible to forward the packet 

and are called tentative curator nodes. All tentative curator 

nodes sets a delay timer specific for each mobile node, and the 

node whose delay timer expires first is the selected new 

curator node. After becoming a curator node, the node 

forwards the message in the same manner as the previous 

curator node. The old curator node which sent the message 

and most other tentative curator nodes will overhear this 

transmission and conclude that a new node has taken over 

custody of the packet. When no such transmission is known, 

the current curator node repeats again and again the broadcast 

of the message with a node delay interval awaiting a new 

curator node becomes available due to node mobility.  

The rebroadcast time is assigned randomly for each 

transmission between values of stipulated range. The values 

are selected since forwarding opportunities are not to be 

missed. Also in order to limit the wastage of bandwidth the 

values are selected in random fashion. It is possible that not 

all nodes in the forwarding area will overhear the broadcast 

made by the new custodian, thereby producing packet 

duplicates.  

This case will not only increase the load in the system but will 

enable the exploration of multiple paths to the destination as 

well. When the paths of two copies cross, only one copy will 

continue to be forwarded. To prevent a packet from 

indefinitely trying to find a path to its destination, all packets 

have a time to live TTL expressed as duration. When the TTL 

expires, a packet is deleted by its custodian. The forwarding 

area can have different characteristics, but it should be 

designed in such a way that progress toward the destination is 

guaranteed. One of the most significant properties of 

APBRRP is that for all nodes within the forwarding area to 

hear each other’s transmissions.  

 

This phenomenon will reduce the risk of tentative curator 

nodes failing to receive the packet transmitted by the new 

curator node. 

The longest distance between two points within these shapes 

must be the preceptor radio range of the node(s). If 

overhearing is not a critical property and we want to 

maximize the probability of finding a new curator node, then 

the forwarding area should include all nodes that guarantee 

progress toward the destination node.  

To avoid very small hops and to supply for inaccuracies in the 

location service, e.g., the Global Positioning System (GPS), a 

minimum forward distance may be discreet. All these 

forwarding areas can be used in APBRRP as a parameterized 

input. In this research work, we have chosen the packet 

progress forwarding area, and we will return to the basis.  The 

delay timer for each mobile node can be set based on many 

principles, where two natural ones are to favour short hops or 

long hops toward the destination node.  

Short hops are beneficial when much data will be exchanged 

between the nodes, because the transfer probability is higher 

with a shorter distance. The snag of APBRRP is that more 

hops may be created resulting in higher overhead. Long hops 

will reduce the number of hops, by which resulting the snag of 

the transfer reliability between distant nodes is lesser. 

Another significant property is the proposed delay timer 

function which does not take the direction of node movement 

into account, although this condition would have been 

feasible. The main reason is that, even if the next curator node 

might move in the wrong direction, anticipate is that it can 

forward the packet to a node closer to the destination node. 

Another reason is that node directions are unstable, and a node 

might turn and move toward the destination node. For these 

reasons, a packet is always forwarded toward the destination 

node, even if it, in some cases, might be returned to the old 

curator node due to node movement. 

In order to stop additional transmission of a packet by curator 

nodes and tentative curator nodes when ithas been delivered to 

the destination, an acknowledgement packet (ack) is sent by 

the destination node during reception of packets. All nodes 

that hear an ack will store the acknowledgement information 

until the packet times out based on TTL. 

If a node receives a packet for which it previously has 

received an acknowledgement, then it broadcasts an 

acknowledgement to stop the transmission of the packet. 

Acknowledgements are not intended to reach the source; they 

are only intended to prevent further forwarding attempts by 

nodes holding the acknowledged packet. 

To administer the inaccuracies intrinsic in MANET position 

service, APBRRP inquires the location service at each packet 

hop, and if more accurate (more recent) location data are 

available, then the routed packet gets updated by the 

algorithm.  

This way, the quality of the location data is incrementally 

improved as the packet approaches the destination node. Also 

to improve the quality of the position data in the location 

service, our proposed APBRRP provides it with the position 

data available contained in received packets. 
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4. SIMULATION SETTINGS, 

PERFORMANCE METRICS AND 

SIMULATION RESULTS 

4.1  SIMULATION SETTINGS 

Table 1. Simulation Settings 

No. of Nodes 100 

Area Size 1500 X 1500 Km2 

MAC 802.11b 

Radio Range 250 meters 

Simulation 

Time 

100 seconds 

Traffic 

Source 

CBR 

Packet Size 512 KB 

Mobility 

Model 

Random 

Waypoint Model 

Speed 5 m/s 

4.2  PERFORMANCE METRICS 

Control overhead: The control overhead is defined as the total 

number of routing control packets normalized by the total 

number of received data packets. 

Average end-to-end delay: The end-to-end-delay is averaged 

over all surviving data packets from the sources to the 

destinations. 

Average Packet Delivery Ratio: It is the ratio of thenumber of 

packets received successfully and the total numberof packets 

sent. 

4.3  RESULTS 

In Figure 1 it is observed that our proposed APBRRP 

consumes lesser overhead when compared to AODV routing 

protocol.  From Figure 2 it is observed that our proposed 

APBRRP consumes better packet delivery ratio when 

compared to AODV routing protocol. In Figure 3 it is clearly 

visible that our proposed APBRRP consumes lesser delay 

when compared to AODV routing protocol. 

 

Figure 1. Pausetime Vs Overhead 

 

Figure 2. Pausetime Vs Delivery Ratio 

 

Figure 3. Pausetime Vs Delay 

 

 

5.  CONCLUSION 

In this paper, we proposed a location aware routing 

mechanism namely adaptive position based routing protocol 

(APBRRP) for mobile ad hoc networks. APBRRP is enhanced 

with a positioning service which well suits real time mobile ad 

hoc networks. In order to achieve low overhead, APBRRP 

uses a beaconless strategy combined with a position-based 

resolution during forwarding packets.  

Also the proposed protocol is combined with a local database 

holding mechanism which is updated using routing 

overhearing. The proposed routing protocol APBRRP is 

compared with conventional AODV routing protocol using 

NS2 by choosing performance metrics delay, overhead and 

delivery ratio.  

The NS2 simulation results proved that our proposed 

APBRRP outperforms AODV by increased packet delivery 

ratio with reduced delay and overhead packets. 
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